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Introduction

● Selling books is a potentially financially risky venture that requires 
an understanding of what topics readers are interested in

● Trends regularly change and may not be completely reflected in a 
single source, since different sources specialize in different topics1

● Our goal is to use both book reviews and social media to 
understand what topics matter to people and how these trends 
change over time, which will help us recommend emerging trends to 
sellers to optimize their inventory

Trend Prediction

Evaluation and Results

Data Collection

Data Processing

● initial existing sources: us.trend-calendar.com, csv files from github.
● Scraping descriptions of books and trends from Goodreads/Google 

and Wikipedia, respectively, by using Selenium, Google Books API, 
and MediaWiki API.

● Unify data into JSON format for easier read and process
● Remove duplicates from data source
● Adopt the tf-idf to improve the algorithm

● Use expert prompting by including “you’re an expert in trend 
prediction” in the prompt

● Use in-context learning by providing examples of previous years’ 
trends in the prompt

● RoBERTa used for prediction, which was trained with masked 
language modeling2

● Start with 210 labels collected from previous part.
● We use the texts from book descriptions in each two years as input, 

and utilize zero-shot classification BERT to classify these texts with 
those labels.

● Rule out 50  labels with lowest probability  each round until 10 final 
labels left as the algorithm showed below 

● Those 10 final labels with highest probability would be considered 
as the 10 most popular categories.

Conclusion

● The evaluation results reveal that the categories deduced by the 
bart-large-mnli model from various book summaries often did not 
align closely with those determined manually. 

● The second evaluation comparing trend predictions from the 
RoBERTa model and actual category data calculated by the BART

● Results: Based on the prediction label results, users will be able to 
receive the most relevant top 10 books in each category.

● Recommended books will be returned with book names, prices, 
author, and descriptions.

Future Improvements Improvements:
● Build a larger dataset and more data sources. 
● Find a better book api/website. (Goodreads website is not reliable 

and google is lack of ratings/reviews.)
● Design a better Interface to shorten codes
● Adopt CICD to switch smoothly from one task to another.
● Merge more sophisticated models to create better predictions
● Combine user reviews & ratings from multiple sources to 

recommend books to users.
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Label Extraction

● We  manually remove some unpromising categories such as “many” 
or “name”

● We utilize spaCy with the en_core_web_sm model to perform 
part-of-speech tagging, giving more weights on nouns

● Combining Source from all the three parts to extract 210 initial 
labels
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